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Fiber-matrix debonding in single transverse fiber specimen is studied experimentally and numerically

based on the coupled criterion for which various 2D and one 3D configurations are used. Debonding

initiation and propagation are mainly due to normal opening stresses in a 3D model whereas shear stresses

play a minor role contrary to a 2D front model, i.e. in a plane normal to the fiber main axis. The 3D model

enables describing the free surface singularity similarly to a 2D side model, i.e. along the fiber main axis.

The latter cannot represent the debonding arrest and stable propagation after initiation. Overall, a 2D front

model under plane strain assumption provides the best description of debonding initiation loading level

compared to the 3D model, yet for a larger debonding opening. Experimental debonding openings are

determined using Digital Image Correlation , providing the debonding initiation remote loading and

corresponding opening. Tensile strengths and critical energy release rates respectively slightly higher and

in the same order of magnitude are identified in 3D, based on the debonding opening, compared to a 2D

front model.

Keywords: fiber-matrix debonding, finite fracture mechanics, inverse identification, 3D, coupled criterion

1 Introduction

Determining the properties of fiber-matrix interface is crucial for characterizing the overall

damage behavior of composite materials as observed in (Dève and Schmauder 1992; Tripathi

and Jones 1998; Park et al. 2006; Johnson et al. 2012) in the case of long fiber system. These

interfaces experience significant loading and often undergo debonding due to their relatively

lower fracture properties compared to the matrix and the fibers. Consequently, fiber-matrix

debonding is frequently the initial form of damage that occurs. Once debonding initiates at the

fiber-matrix interface, it propagates and eventually kinks into the matrix. This process leads to

the coalescence of micro-cracks in the matrix between the fibers, creating a weak zone in the

microstructure. As a result, this process tends to govern the overall failure of the composite

part. Subsequent mechanisms can result in critical damage to the composite structure, such as

delamination between plies, fiber breakage, or even complete failure of a composite lamina, see

(Singh and Talreja 2012). In this regard, the mechanical characterization of the properties of the

fiber-matrix interface is necessary to effectively control damage in composite structures.

Several experimental methods were developed to assess interface properties. These ap-

proaches are reviewed in (AhmadvashAghbash et al. 2023) and primarily focus on shear interface

characterization. Among the large set of tests available, one can mention: pull-out (Zarges et al.

2018) and microbond tests (Lee et al. 2024), single fiber fragmentation test (Meer et al. 2019),

and micro-indentation test as described in (Mandell et al. 1980). However, the aforementioned

methods lead to a significant variability in measured properties, as illustrated in (Pitkethly et al.
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1993). Furthermore, all the approaches focus on shear properties and employ analytical formulas

that do not account for the real geometry and, consequently, the realistic stress fields developing

in the examined samples.

Other characterization approaches have emerged to determine tensile fracture properties.

Indeed, transverse loading of unidirectional plies implies a tensile loading mode rather than a

shear loading mode. In this regard, it is crucial to determine both interface opening and shear

fracture properties. Single embedded fiber is usually employed under transverse loading, as

seen in experiments performed by Koyanagi et al. (2009), coupled with Cohesive Zone Model

(CZM) to evaluate the interface fracture properties. However, such specimen geometries involve

non-negligible free edge effects where debonding initiation is often observed, requiring 3D

numerical modeling. Ogihara et al. 2009 tested either straight or cruciform sample geometries to

investigate and confirm this phenomenon. They observed that the free edges induce smaller

loading at initiation compared to the cruciform specimen. Debonding effectively initiates from

the free edge and propagates towards the center of the specimen. Cruciform specimens have

been employed by several authors to determine tensile interface properties (Gundel et al. 1995;

Tandon 2000; Tandon et al. 2002). The Broutman test can also be employed to characterize

tensile interface properties, thanks to a specific specimen geometry. Some applications are

detailed in (Broutman 1966; Ageorges et al. 1999). These approaches require the use of inverse

identification to determine the interface properties, as seen in the following papers (Meurs et al.

1998; Koyanagi et al. 2009; Totten et al. 2016).

Several approaches exist in order to model fiber-matrix debonding initiation and propagation.

CZM are usually employed (Koyanagi et al. 2009; García et al. 2014; Gentieu et al. 2019). They are

particularly advantageous as they predict the debonding process autonomously and allow for

several simultaneous debonding events (Kushch et al. 2011). However, such advantages imply a

larger computational cost. The Coupled Criterion (CC), introduced by Leguillon (2002), can also

assess debonding initiation, propagation and predict the associated loading and size, see (Doitrand

et al. 2024). This approach was first applied to fiber-matrix debonding by Mantič (2009), and the

approach was then extended to various configurations (García et al. 2015; Muñoz-Reja et al. 2016).

The CC approach is numerically efficient, making it suitable for inverse identification. The CC

reverts to Linear Elastic Fracture Mechanics (LEFM) when employed to assess further debonding

propagation, as employed in (Sandino et al. 2016; Velasco et al. 2020).

Fiber-matrix interface properties were recently identified by Girard, Doitrand, Koohbor,

Rinaldi, Godin, Long, Bikard, and Trouillet-Fonti (2023) using the CC and an inverse identification

approach. Experimental results showed an abrupt debonding initiation at a finite angle, followed

by stable debonding propagation. Similar debonding processes were predicted by the CC.

However, the inverse identification was based on the debonding angle observed at the free edges

whereas the employed 2D plane strain model provided somehow results representative of a

debonding at the sample middle plane but lacked the ability to capture the stress singularity

at the free edges. Such singularity can be represented through 3D modeling of fiber-matrix

debonding initiation and propagation. The 3D application of the CC raises new challenges,

such as crack shape determination. Leguillon 2014 attempted to determine the crack shapes

based on stress isocontours and proposed a comparison between 2D and 3D applications of

the CC. Properties derived from both models were in the same order of magnitude. Similarly,

Doitrand and Leguillon 2018b proposed a CC application in both 2D and 3D for scarf joint

failure prediction, where the 3D approach more accurately predicted the failure loading. The 3D

applications of the CC were also extended to several configurations such as laminate failure

in (García et al. 2016) and woven composite in (Doitrand et al. 2017) and, more recently, to

adhesive pores in (Carrere et al. 2021) or anisotropic fracture in nacre-like alumina (Duminy et al.

2023). In this regard, a 3D model of a single fiber specimen is developed herein to perform the

inverse identification of interface fracture properties and quantify the accuracy of 2D models.

The presentation of the 3D model is provided in Section 2, along with the associated challenges

related to the modeling. In Section 3, the stress and energy fields extracted from different 2D

models are compared to the results from the 3D model to assess their validity. The debonding

openings are determined experimentally in Section 4 using DIC and provide the initiation remote

loading and corresponding opening, facilitating inverse identification of the interface fracture
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properties. Finally, the inverse identification is performed in Section 5, based on the debonding

opening, using the 3D model, and the identified properties are compared to the ones obtained

in (Girard, Doitrand, Koohbor, Rinaldi, Godin, Long, Bikard, and Trouillet-Fonti 2023).

2 3D numerical model

2.1 Model presentation

Fiber-matrix debonding is studied by means of tensile tests on a single 2 mm diameter glass fiber

embedded in an epoxy matrix sample, see Figure 1. The sample gauge section is 13 mm wide and

6 mm thick. A thorough description of the sample preparation can be found in (Livingston and

Koohbor 2022) and further details are also given in Section 5. The specimen is subjected to tensile

displacement (𝑈 ) along the (Oy) direction resulting in a far-field stress 𝜎∞ in the gauge section of

the specimen. The elastic properties of the constitutive materials used are summarized in Table 1.

Property Epoxy Glass Fiber

Young’s Modulus [GPa] 2.36 ± 0.10 63

Poisson’s ratio 0.40 ± 0.04 0.3

Table 1 Elastic properties of the matrix and fiber. The fiber properties are provided by the manufacturer and the

matrix properties are averaged from 3 in-house measurements at room temperature from Livingston and

Koohbor 2022.

Along with the geometry of the sample (left), Figure 1 depicts the dimensions of the

corresponding 3D numerical model (right), where the proximity of the free edge to the fiber-

matrix interface induces a 2% difference in the stress fields compared to a fiber embedded in

infinite medium.
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Figure 1 Tensile specimen dimensions and associated numerical models where 𝑟 denotes the fiber radius, 𝜎∞ the

remote stress and 𝜃f the angular position from the top fiber pole along the interface.

Both 2D front and side simplifications of the problem are also displayed. To reduce com-

putational costs, the actual sample geometry can be indeed simplified. Symmetry boundary
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conditions are applied to the (𝑥 = 0), (𝑦 = 0) and (𝑧 = 0) faces, with the origin (0, 0, 0) being

located at the fiber center point. Displacements are applied to the top face to replicate the remote

loading. The calculations are performed assuming linear elasticity and small deformations using

linear hexahedral elements. In the sequel, debonding initiation is assessed based on both stress

and energy criteria. Therefore, two mesh convergence campaigns are performed to account for

both stress and energy aspects. Due to the elastic properties mismatch between the fiber and the

matrix, there is a singularity at the free edge interface, so that the stress locally tends to infinity.

To ensure that the mesh size is small enough to accurately describe the stress gradient, the

interface stress isocontours location are compared for each mesh size. Convergence is achieved

when the element size does not affect the stress isocontours thereby ensuring that the smallest

debonding surface (see Section 2.2) is not influenced. A subsequent campaign is conducted to

assess the mesh size used to compute the variation in the elastic strain energy. The size chosen

ensures a difference in released elastic strain energy for fixed areas is smaller than 1.5% compared

with a converged solution. It results in ≃ 15 µm mesh size along the fiber matrix interface.

2.2 Debonding shape determination

The CC implementation requires the definition of the debonding shape along which the crack is

likely to initiate. Considering a 2D simulation results in symmetric initiation from the fiber

pole which can be thus described by a single parameter, i.e., the debonding angle, see (Girard,

Doitrand, Koohbor, Rinaldi, Godin, Long, Bikard, and Trouillet-Fonti 2023). However, a 3D

simulation involves a third dimension to describe the crack shape, i.e., the crack front topology,

which is initially unknown. Monitoring the debonding shape along the thickness is possible

experimentally (see (Koyanagi et al. 2009), Martyniuk et al. 2013). It only yields observations of

already propagated debondings after initiation. Approaches have emerged to overcome this

challenge. Using stress isocontours to determine the crack shape yielded promising results, as

shown for instance by Leguillon (2014); Doitrand and Leguillon (2018a); Doitrand and Leguillon

(2018b); Carrere et al. (2021). Recently, Girard et al. (2024) showed that, in 2D, determining the

possible initiation shapes based on the stress isocontours represents a relevant solution. Indeed, it

yields the optimal debonding shape (i.e., the debonding shape minimizing the initiation loading)

for small enough interface characteristic lengths. For larger characteristic lengths, it yields

differences in the initiation loading no larger than 5% compared to the optimal initiation shape.

Since it is much more efficient numerically than determining debonding shape based on the

energy isocontours, stress isocontours based debonding shape determination is adopted in the

sequel.

Figure 2(a) shows the variation in normalized normal stress as a function of angular position

(𝑟𝜃f ) and through-thickness direction 𝑧. The normal stress component increases and tends

towards infinity when approaching the free edge (−𝑧 = 3 mm).

Likewise, maximum values are attained at the fiber pole (𝑟𝜃f = 0 mm.rad.). The normal stress

component stabilizes at a constant value when moving away from the free edge for a given

angular position. Figure 2(b) shows the normal stress isocontours and highlights the singularity in

the vicinity of the free edge. It should be mentioned that whether remote stress or displacement

is imposed as a boundary condition, it has no significant influence on the variation of interface

stresses, with differences smaller than 3% on the equivalent stress 𝜎eq, see Equation (1). Thus,

in the sequel, only displacement boundary conditions will be considered. Stress isocontours

delineate different potential debonding shapes where the normal stress is strictly larger than a

specified stress level. Figure 3(a) shows a 3D representation of a stress isocontour, for a normal

stress level of 𝜎nn/𝜎
∞
= 1.5, on the fiber interface represented by the grey surface. An isocontour,

e.g. the solid yellow line, encompasses a 𝑆 surface, e.g. the shaded yellow area, which corresponds

to the debonded zone. The lower the stress level associated with an isocontour, the larger the

debonding surface. Figure 3(b) shows the isocontour for a normal stress level of 𝜎nn/𝜎
∞
= 0.4

and, as expected, a larger debonding surface is obtained. Since the normal stress monotonically

decreases from the free edges, it is likely that debonding initiates at the free edge and then

propagates through the thickness along the fiber pole. The debonding thus evolves from a

localized debonding in the free edge vicinity to the creation of a tunnel reaching the other free
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Figure 2 Analysis of the fiber-matrix interface stress with (a) Variation of the normalized normal stress (𝜎nn) along

the interface emphasizing the stress singularity for −𝑧 = 3 mm and (b) corresponding isocontours.

edge debonding. This debonding process closely resembles what was experimentally observed

by Martyniuk et al. (2013), for a single fiber sample solicited under tension.

2
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𝑟

𝑆
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m
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𝑦
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m
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(b)

Figure 3 Debonding surface delimitation for stress isocontours depicted in Figure 2(b) for (a) a stress level

𝜎nn/𝜎
∞
= 1.5 so that the debonding remains close to the free edge and (b) 𝜎nn/𝜎

∞
= 0.4 resulting in the

two debondings merging by tunneling between each others.

The benefit of basing debonding shapes on normal stress isocontours is that no interface

properties are a priori needed. Consequently, the determination of isocontours becomes

significantly more efficient, as the crack shape remains independent of fracture properties.

However, the fiber interface may experience both opening and shear modes from the pole to the

equator of the fiber. The equivalent stress

𝜎eq =

√︄

𝜎2
nn +

1

𝜇2
(𝜏2nt + 𝜏

2
nz), (1)

where 𝜇 = 𝜏c/𝜎c describes the ratio between the shear strength 𝜏c and the tensile strength 𝜎c,

is employed to account for the complex stress field and both phenomena. The quantity 𝜎nn
represents the normal tensile stress at the fiber-matrix interface, while 𝜏nt and 𝜏nz correspond to

the in-plane and out-of-plane shear stresses respectively.

Similarly to the representation shown in Figure 2(a) focusing on the normal stress only,

the variation in equivalent stress along the interface can be computed. Since both normal and

equivalent stresses decrease monotonically from the free edges, an efficient approach to consider

the equivalent stress using normal stress-based isocontours is to provide the equivalent stress

values along each isocontour. This assumption results in a non-constant equivalent stress, and the
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minimum stress value is retained, accordingly with the stress condition proposed by Leguillon

(2002), recalled in Section 2.3.

Figure 4 shows the normalized equivalent stress as a function of the debonding surface for

different values of 𝜇. The larger the value of 𝜇, the closer the variation in equivalent stress is to

the variation in normal stress. Consequently, when 𝜇 is large, the equivalent stress isocontours

revert to the normal stress isocontours. Isocontours based solely on normal stress therefore

induce a smaller error. Reducing 𝜇 to 1 (e.g., 𝜎c = 𝜏c) results in a slight deviation of the equivalent

stress from the trends observed with larger 𝜇 values (e.g., 3 and larger). Using the variation

of equivalent stress based on normal stress isocontours seems to be a suitable approach for

enhancing the efficiency of the numerical model. Moreover, the disparity between equivalent

stress and normal stress remains minimal, highlighting the insignificance of shear in calculating

the equivalent stress in comparison to the normal stress component. As a result, the use of the

equivalent stress may become unnecessary, and the identification of shear strength based on

equivalent stress could hold little significance. Nonetheless, in the subsequent sections, equivalent

stress condition is used to maintain consistency with previously developed 2D models (Girard,

Doitrand, Koohbor, Rinaldi, Godin, Long, Bikard, and Trouillet-Fonti 2023), where shear has a

more pronounced influence.

0 0.5 1

0.2

0.3

0.4

Debonding surface area (𝑆) [mm2]

𝜎
eq
/𝜎

∞
[-
]

𝜇 = 𝜏c/𝜎c

𝜇 = 1

𝜇 = 3
𝜇 = ∞

Figure 4 Minimum value of 𝜎eq calculated along each isocontours based on 𝜎nn variation along the interface

(equivalent to isocontours based on 𝜎eq with 𝜇 = ∞).

2.3 CC implementation

Once the potential initiation debonding shapes are determined, the CC can be implemented.

In order to provide the initiation loading and the debonding size, the CC combines the two

conditions
{
𝜎eq ( ®𝑥, 𝜎

∞) ⩾ 𝜎c, ∀®𝑥 ∈ Γ,

𝐺inc(𝑆, 𝜎
∞) ⩾ 𝐺c(𝑆) .

(2)

The equivalent stress 𝜎eq has to exceed the tensile strength 𝜎c at any location on the debonding

area Γ before initiation. Likewise, the minimum 𝜎eq has to exceed 𝜎c over the isocontour as the

stress decreases monotonically. The quantity

𝐺inc(𝑆, 𝜎
∞) =

𝑊 (0, 𝜎∞) −𝑊 (𝑆, 𝜎∞)

𝑆
(3)

refers to the incremental energy release rate (IERR) which is the variation of the elastic strain

energy𝑊 per unit crack surface 𝑆 . 𝐺inc must be larger than the global critical ERR 𝐺c, which is

defined in Equation (4), to fulfill the energy criterion.

2.3.1 IERR calculation

From a numerical point of view, cracks can be defined either based on the initial interface mesh,

or after remeshing so that the new mesh topology coincides with the stress isocontours trajectory.

The first method is easier to implement because it does not require remeshing, but also yields an
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approximate, non-smooth crack shape depending on the mesh size. In this context, the IERRs

obtained through both methods have to be compared.

In Figure 5(a), a comparison of the IERR obtained using two different methods is presented.

For the first method, denoted 1⃝, a converged mesh size of 15 µm is adopted. With the first

0 0.2 0.4 0.6 0.8 1

0.5

1

1.5

Debonding surface (𝑆) [mm2]

𝐺
in
c
[N

/m
m
]

Method 1⃝ DOF = 1424475

Method 2⃝ DOF = 744876

(a)

0 0.2 0.4 0.6 0.8 1
1.5

2

2.5

3

𝑥 [mm]

−
𝑧
[m

m
]

Method 1⃝

Method 2⃝

(b)

Figure 5 Influence of the methology adopted to describe the debonding shapes on (a) (a) IERR variation as a function

of the debonding surface with the method 1⃝ and 2⃝ where DOF translates the number of degrees of

freedom of the model. (b) Example of debonding surface based on both method 1⃝ and 2⃝ with relatively

large mesh size to highlight the potential difference observed between both methods.

method based on the original interface mesh, a constant mesh size along the interface is used

as well as near the free edges and then gradually increased once the tunnel has started (see

Figure 2(b)). The second method, involving remeshing and identified as 2⃝, also undergoes a mesh

convergence study. This validation is essential to ensure the validity of the comparison, given

that this method yields a more accurate representation of the isocontours topology. Achieving a

converged solution requires a similar 15 µm mesh size over the isocontours, see Section 2.1,

and larger sizes are adopted elsewhere to be consistent with method 1⃝. Both methods yield

overall comparable results in terms of IERR. For small debonding surfaces, method 1⃝ yields a

slightly lower IERR compared to method 2⃝. This difference may emanate from the presence of a

relatively small debonding surface near the free edges, making the surface difficult to be captured

using a constant mesh size that may be too large. The remeshing method thus has an advantage

because the mesh size is varied accordingly to the surface geometry. Contours of the debonding

surfaces obtained using the two methods are depicted in Figure 5(b). Using a large mesh size

effectively highlights the contrast between the surface contours derived from remeshing and

the shape defined by the original mesh. Hence, the area encompassed by method 1⃝ might be

larger for the same isocontour level, potentially explaining the observed shift in the IERR. For

larger debonding surfaces, method 1⃝ aligns with method 2⃝ IERRs. Furthermore, the overall

gain of the method 2⃝ over the method 1⃝ in terms of IERR is negligible, about 3% difference

for converged solutions. This highlights the higher computational cost of the method 1⃝ to be

converged, twice the DOFs number in the method 2⃝, as it requires a finer mesh that contributes

to an expanded numerical model.

The first method is easier to implement but requires a finer mesh to accurately capture the

isocontours shapes. While the second method is more challenging to model but may involve

larger mesh size to precisely describe the isocontour. As a result, the first method may involve a

longer calculation time, whereas the second approach might require larger implementation

time but is more computationally efficient. All in all, both methods remain relevant due to their

negligible disparity; however, the second method could allow small debonding surfaces to be

captured more accurately and reduce the number of DOF.
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2.3.2 Critical ERR calculation

The global critical ERR 𝐺c (Equation (4)) is determined by calculating the average of the local

critical ERR 𝐺c over the entire debonding front:

𝐺c =
1

𝑆

∫
𝑆

0

𝐺c(𝜓 (𝑠))d𝑠 . (4)

The local critical ERR is calculated according to the formulation introduced by Hutchinson and

Suo (1991):

𝐺c(𝜓 (𝑆)) = 𝐺IC [1 + tan2 [(1 − 𝜆)𝜓 (𝑆)]] . (5)

The parameter 𝜆 is a function of the 𝐺IC to 𝐺IIC ratio, and more information about its influence

can be found in Section 5.2 and in (Doitrand et al. 2024). The critical ERR is denoted 𝐺IC in

opening mode (mode I) and 𝐺IIC in shear mode (mode II) . The global and local critical ERRs

depend on the mode mixity𝜓 that is the ratio between shear and tensile stresses acting at the

debonding front. This quantity is averaged at the interface, at a distance of 7.5 µm, corresponding

to half the element size, beyond the crack front according to the method used in 2D by Mantič

(2009) and also employed in (Girard, Doitrand, Koohbor, Rinaldi, Godin, Long, Bikard, and

Trouillet-Fonti 2023).

Besides, a condition may be applied to the calculation of the mode mixity𝜓 when the interface

experiences compression in order to only account for the shear-induced propagation at this

location:

𝜓 (𝑆) =




arctan
(
|𝜏 (𝑆 ) |
𝜎nn (𝑆 )

)
if 𝜎nn(𝑆) ⩾ 0,

𝜋

2
if 𝜎nn(𝑆) < 0.

(6)

In the above condition, the shear component 𝜏 (𝑆) can be affiliated to i) in-plane shear 𝜏nt with

respect to the free edge, ii) out-of-plane shear 𝜏nz, iii) the maximum of the two shear stresses or

iv) an average shear stress. Figure 6 shows the variation in both mode mixity𝜓 (Figure 6(a)) and

critical ERR 𝐺c (Figure 6(b)) for the above calculation possibilities as a function of debonding

surface.

max(𝜏nt, 𝜏nz) 0.5 × (𝜏nt + 𝜏nz) 𝜏nt 𝜏nz
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Figure 6 Comparison of different calculation possibilities for determining (a) mode mixity and (b) global critical ERR

as a function of the debonding surface for the different calculation possibilities with the interface properties

identified previously in (Girard, Doitrand, Koohbor, Rinaldi, Godin, Long, Bikard, and Trouillet-Fonti 2023):

𝐺IC = 3.7 × 10−3 N/mm, 𝜆 = 0.13.

Taking 𝜏 (𝑆) = max(𝜏nt, 𝜏nz) will increase the influence of shear on the calculation of the

critical IERR since larger𝜓 are considered. This results in an increase in the critical ERR, see
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Figure 6(b), as the mode II critical ERR is often larger than the mode I one. Taking the out-of-plane

shear into account increases the mode mixity for small debonding surface because the debonding

is close to the free edges. In this region, the elastic mismatch between the fiber and the matrix

induces a large out-of-plane shear stress compared to the normal stress. In addition, the in-plane

shear acts mainly on the equators of the fiber interface, at a specific distance from the free

edge. Therefore, taking into account the in-plane shear stress in the mode mixity calculation

increases the critical ERR for a larger debonding surface. Finally, an average of the shear stresses

𝜏 (𝑆) = 0.5(𝜏nt + 𝜏nz) will reduce the influence of shear by considering an intermediate value.

It should be mentioned that opting for the maximum of the two shear stresses results in a

more important assessment of the mode mixity, involving larger critical ERR. This is due to the

initial evaluation of the mode mixity at multiple positions along the debonding front for each

surface. Subsequently, these values are averaged by alternating the maximum shear stresses

along the debonding front whether it is 𝜏nt or 𝜏nz. This approach yields a higher value compared

to considering in-plane or out-of-plane shear stresses independently. Consequently, the initiation

process on a surface dominated by shear will either be dampened or intensified, depending on the

selected mode mixity calculation. Interestingly, the variation in 𝐺c shown in Figure 6(b) remains

small since the mode mixity is close to 0 meaning that the interface experiences mostly mode I.

Consequently, the selected mode mixity calculation has a negligible influence on the critical ERR

determination in the present example. Furthermore, it is noteworthy that while the consideration

of one critical shear ERR is included, there are potentially two critical ERRs that can be accounted

for (𝐺nt
IIC

and 𝐺nz
IIC
). However, for the sake of simplicity, the subsequent analysis will focus on a

single critical shear ERR, employing the maximum shear stresses for the mode mixity calculation.

2.3.3 ERR calculation

The CC provides the debonding initiation loading and surface. Two configurations can be encoun-

tered at initiation depending on the IERR and the critical ERR. On the one hand, d(𝐺inc/𝐺c)/d𝑆 = 0

leading to a stable debonding after initiation such that the initiation debonding surface corre-

sponds to the arrest surface. On the other hand, d(𝐺inc/𝐺c)/d𝑆 > 0 leading to𝐺/𝐺c > 1 and

further propagation of the debonding without any increase in the remote load until 𝐺/𝐺c = 1

occurs. Thus, in the second configuration, the ERR is evaluated using

𝐺 = −
d𝑊

d𝑆
(7)

as the opposite of the elastic strain energy𝑊 derivative with respect to the debonding surface 𝑆 .

Consequently, debonding shape associated with unstable debonding propagation must be

determined. Exploring all the shape possibilities starting from the debonding initiation one

would be computationally time-consuming. As a result, for the sake of efficiency, in particular to

perform an inverse identification, the debonding shapes based on stress isocontours are used.

3 Comparison between 2D and 3D models

3.1 Models and debonding opening

The use of a 2D numerical model instead of a 3D model enables a significant reduction in

computational costs. Considering the problem of a single fiber subjected to remote tension can be

modeled in 2D using either plane strain (PE) or plane stress (PS) assumptions. Two distinct 2D

models are suitable for assessing debonding initiation and propagation. Figure 7(a) shows the

front model which corresponds to a stiff circular cylindrical inclusion within a softer squared

medium. This model, commonly employed for investigating such problems (Mantič 2009; García

et al. 2015; Gentieu et al. 2019; Martin et al. 2020; Girard, Doitrand, Koohbor, Rinaldi, Godin,

Long, Bikard, and Trouillet-Fonti 2023), allows monitoring the debonding angle (𝜃d) relative to

the imposed displacement (𝑈 ) or corresponding remote stress (𝜎∞). While it accurately describes

the fields around the specimen mid-plane, it does not account for the singularity at the free

edges caused by elastic property mismatch. Figure 7(b) shows the current 3D modeling of the

problem which considers simultaneously the debonding angle, the debonding length (ℓd) and the
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debonding surface (𝑆) as a function of the remote stress or the imposed displacement. Finally,

Figure 7(c) shows the side model which provides information on the debonding length and offers

a more accurate description of the free edge singularity compared to the front model.

PS
𝛿nn

𝜃d

𝑈

y
x

PE

(a)

ℓd𝜃d y
x z

𝛿nn 2𝑆

𝑈

(b)

ℎ

ℓd

𝛿nn

y
z

𝑈

(c)

Figure 7 Schematic of (a) the 2D front model, (b) the 3D model and (c) the 2D side model. The 2D representations

are depicted in color on the 3D scheme. The quantity 𝛿nn denotes the debonding normal opening extracted

at the free edge, shared by all the models.

It is worth noting that the only debonding characteristic shared by the three models is the

maximum normal opening at the free edge, 𝛿nn, see Figure 7.

Figure 8(a) shows the variation in normal opening as a function of debonding angle for the

PS and PE front models and the 3D model. The two front 2D models exhibit similar relationship

between the two quantities, presenting relatively large debonding openings for any fixed angle

compared to 3D modeling. In contrast, the 3D model provides a small opening even for a complete

debonding. The 3D model therefore rapidly provides large debonding angle at the free edge for

fixed debonding opening, whereas the 2D models provide a more progressive increase. The

previous observations could be attributed to the debonding shape that exhibits a large debonding

angle associated to small debonding length. A more concave than convex trend could result in a

better correspondence between the 2D and 3D models.

Figure 8(b) shows the variation in opening as a function of debonding length for the side and

3D models. For a small debonding length, the side and 3D models show good correspondence.

Beyond a certain point (ℓd/ℎ ≃ 0.05), corresponding to the initiation of the tunnel effect, the 3D

opening stops increasing, while the 2D front models continue to increase. This tunnel effect leads

to complete debonding across the sample thickness, resulting in a constant debonding length

increase for larger debonding openings. Once the tunneling starts, the debonding propagation

influence on the opening becomes negligible. This effect is not considered by the side model,

which predicts a progressive increase in opening as a function of debonding length.
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Figure 8 Comparison of the crack opening (𝛿nn) as a function of (a) the debonding angle (𝜃d) for the 3D and 2D

front models and (b) the normalized debonding length (ℓd/ℎ) for the 3D and 2D side models.

As mentioned already, the debonding opening is the only parameter shared by the three
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models. It will thus be used to compare the stress and energy fields between the 2D front, 2D side

and 3D models, as well as a full CC comparison, which are detailed hereafter.

3.2 Stress comparison

Figure 9 shows the variation of equivalent stress (𝜎eq) as a function of debonding opening (𝛿nn)

for the front, side and 3D models.

2D Front PE 2D Front PS 3D 2D Side PE
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Figure 9 Equivalent stress (𝜎eq) as a function of the debonding opening (𝛿nn) for a similar (a) imposed displacement

and (b) remote stress.

The subsequent results are presented for homogeneous fixed material and interface properties,

specifically either plane strain or plane stress is used. Consequently, the remote stress varies

according to models for a similar imposed displacement, as indicated in Table 2. These values

are calculated as the total reaction forces divided by the cross-section. In the following, all the

calculations are performed with a prescribed displacement, which magnitude is adapted to

obtain a given remote stress. Another possibility would be to impose a specific remote stress as a

boundary condition (not considered here). For the sake of simplicity, only the results for the side

PE model are provided since the trends are similar for the side PS model.

Model 3D 2D Front PE 2D Front PS 2D Side PE

Remote stress (𝜎∞) [MPa] 73.2 86.7 72.7 104.3

Table 2 Remote stress extrapolated for each model under an imposed displacement of𝑈 = 0.03𝐿 mm.

As a result, differences in both stress and energy fields are obtained, whether a configuration

with given displacement magnitude (Figure 9(a)) or remote stress level (Figure 9(b)) is considered.

Contrary to the convex trends of the front models, the side model varies in a concave

manner. The side model effectively captures the stress singularity originating from the free edges,

exhibiting a pronounced downward trend. Furthermore, the side model concave trend is similar

to the 3D model one. Both front models also show a decreasing convex trend as a function of

the debonding opening, but converge to a finite stress value for vanishing debonding opening.

Consequently, the front models are not preferable for accurately replicating the actual stress

trends observed in 3D. Nonetheless, for a similar imposed displacement, the front PE model

exhibits good correspondence in terms of stress levels with the 3D model for 𝛿nn > 20 µm, with a

relative difference smaller than 15%. For a similar remote stress, the side model better matches

the 3D stress levels, exhibiting a similar downward trend.

3.3 Energy comparison

Figure 10 shows the variation of IERR as well as the IERR to critical ERR ratio as a function of

debonding opening for the four models, all characterized by identical 𝐺IC and 𝜆.
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(b) Remote 𝜎∞ = 100 MPa.
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(d) Remote 𝜎∞ = 100MPa.

Figure 10 IERR as a function of the debonding opening for a similar (a) imposed displacement and (b) remote stress.

IERR to critical ERR ratio as a function of the debonding opening for a similar (c) imposed displacement

and (d) remote stress.

All of the above quantities are shown for either the same applied displacement or remote

stress, left or right column, respectively. For a similar imposed displacement (Figure 10(a)),

the energy released per surface increment by the 3D and front models are close, implying that

2D front models are valid options for describing IERR in this loading configuration. The IERR

obtained by the side model is larger than that of the 3D model. With a similar remote stress

(Figure 10(b)), the side model more accurately coincides with the behaviors of both 3D and 2D

front models. However, the difference with the front PE model becomes more pronounced, while

the front PS model maintains good correspondence with the 3D model. In both loading cases, the

IERR shows a monotonic increase with the debonding opening for the 2D models, while the 3D

model exhibits a maximum. Actually, the front PS model also shows a maximum for a larger

opening. However, neither the front nor the side models are able to accurately describe the

maximum position of the 3D curve in terms of debonding opening. This maximum is particularly

noteworthy given the assumption of a constant 𝐺c. Such a maximum could therefore result in a

stable growth of the debonding after initiation, see (Mantič 2009; Girard, Doitrand, Koohbor,

Rinaldi, Godin, Long, Bikard, and Trouillet-Fonti 2023). However, as mixed modes are taken into

account in the calculation of 𝐺c, it may induce a maximum in the 𝐺inc/𝐺c profile based on the

stress state (i.e.,𝜓 ) acting at the interface.

In this regard, Figures 10(c) and 10(d) illustrate the influence of mode mixity on the IERR to

critical ERR ratio. For both 3D and side models, a trend similar to the one depicted for 𝐺inc is

obtained, suggesting that mode mixity remains relatively constant with changes in debonding

size. Such finding is further explored in Figure 11 where the mode mixity at the crack front is

displayed as a function of the debonding opening. Both the 3D and side models maintain a nearly

constant mode mixity close to 0. This indicates that the interface predominantly experienced

mode I loading, as described in Equation (6). Consequently, 𝐺c maintains an almost constant

value throughout the debonding propagation, ensuring that the trends in IERR remain unaffected.
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In contrast, the front models show an increase in mode mixity as a function of the debonding

opening. The migration of the crack tip from the fiber pole to the fiber equator leads to a shift

from tensile-induced propagation to shear-induced propagation of the debonding. Consequently,

the value of 𝐺c rises as mode mixity increases. This increase in 𝐺c consequently influences the

trends observed in 𝐺inc/𝐺c (Figures 10(c) and 10(d)), which now emphasize a different maximum

position compared to the IERR alone. This suggests that the front model might undergo stable

debonding growth following initiation, but for a larger opening. However, even when considering

variations in 𝜆, the front models fail to accurately predict the 3D model maximum prediction.

Notably, varying 𝜆 in the 3D model does not influence the opening position determined by the

maximum in 𝐺inc/𝐺c, as discussed in Section 5.2.

Only the side model does not exhibit a maximum in 𝐺inc/𝐺c. Once the debonding has

initiated, crack propagation can be assessed by calculating the ERR (𝐺) which can be derived

from the IERR using

𝐺 (𝑆) = 𝐺inc(𝑆) + 𝑆 ×
dGinc

d𝑆
. (8)

Consequently, in the side PE model where debonding is predominantly driven by mode I, resulting

in a constant 𝐺c, the IERR shows a monotonic increase. According to Equation (8) the ERR also

follows a monotonically increasing trend, along with the ERR to critical ERR ratio. It means that

unstable propagation takes place after crack initiation, and no arrest length can be deduced from

the side model. This model is unsuitable for performing inverse identification based on arrest

length and is therefore disregarded in the following.
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Figure 11 Mode mixity at the crack tip for front PE, side PE and 3D models.

3.4 Comparison of the CC solution

Figure 12 shows the CC solution obtained from the two front models and the 3D model for

similar fixed interface fracture properties.

Both strategies devoted to the required displacements or the remote stresses to satisfy the

CC solution are investigated. As a result, the 2D model that best matches the 3D model and

the corresponding imposed conditions can be defined. As expected, increasing the strength or

the critical ERR leads to an increase in the required displacement and remote stress required

to fulfill the CC. For sufficiently low strengths, an insensitivity with respect to 𝜎c is obtained,

describing an energy-driven configuration where only the critical ERR drives the CC solution.

On the one hand, the remote stress required to fulfill the CC is similar for the two 2D front

models, where the solutions closely align (Figure 12(b)). However, the 2D front models slightly

overestimate the solution of the 3D model. On the other hand, the displacement necessary to

satisfy the CC for the two 2D models exhibits a more significant difference, with the disparity

being more pronounced in the plane stress assumption, Figure 12(a). Notably, the difference

with the 3D model is more prominent in this scenario. The plane strain model provides a more

accurate representation of the 3D model solution, especially in cases involving small strengths

and configurations with large critical ERRs. This observation is supported by the similarity in the
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Figure 12 Required (a) displacement and (b) remote stress to fulfill the CC as a function of a range of strengths and

critical ERRs for 𝜇 = 1.6.

maximum values of 𝐺inc/𝐺c for the same imposed displacement, as depicted in Figure 10(c).

These results highlight the significance of the 2D front PE model in accurately describing the 3D

model solution, particularly when considering cases with imposed displacement. However, for

the sake of consistency with the 2D identification performed in (Girard, Doitrand, Koohbor,

Rinaldi, Godin, Long, Bikard, and Trouillet-Fonti 2023), remote stress solutions are compared in

the sequel, where experimental measurements are used to identify interface fracture properties.

4 Experimental results

Dog bone samples with a single incorporated fiber are manufactured following the geometry

shown in Figure 1. A full description of the manufacturing process can be found in (Livingston and

Koohbor 2022). Uniaxial quasi-static tensile tests are carried out under constant cross-head speed

at room temperature. Spray paint is applied on the front surface to enable DIC measurements.

Debonding initiation and propagation are monitored in situ using a high-magnification camera

synchronized with the load cell.

Figure 13(a) shows the𝑈y displacement field with removed rigid body motion obtained via 2D

DIC at the fiber vicinity, superimposed with the associated RAW image where the fiber location

can be identified in-between the two displacement discontinuities by the black circle.
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Figure 13 Experimental characterization of the debonding process using the displacement jump across the fiber-matrix

interface measured by DIC. (a) Displacement field 𝑈y obtained at the fiber vicinity superimposed with the

RAW image and the mesh used for the DIC. Locations of the gauge and the fiber are indicated by the

straight black line and the black circle, respectively. (b) Debonding opening (𝛿nn) extracted experimentally

as a function of the remote loading (𝜎∞). (c) Displacement along the gauge for several loading levels.
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DIC is assessed using UFreckles (Réthoré 2018) with a converged mesh size of 35 pixels. The

pixel size corresponds to 10 µm. The mesh can be visualized in Figure 13(a). Different elements

and mesh topologies are also compared, such as mesh topology along the interface or the use of

two separate meshes in the fiber and the matrix, but minor differences ranging from 0.2 to 1.5 µm

are obtained on the displacement field depending on the remote stress. A 2.5 mm long virtual

gauge aligned with the loading direction and passing through the fiber and the matrix at the

top pole, as seen in Figure 13(a), is used to determine the𝑈y displacement as a function of the

applied remote load within both the fiber and matrix. The gauge size was chosen to embed

several points of measurements (see the mesh in Figure 13(a)). Figure 13(c) shows the variation in

displacement along the gauge for several remote loadings. The profile obtained for 𝜎∞
= 23.3MPa

is depicted with colors consistent with the associated displacement field shown in Figure 13(a).

For sufficiently small loading, i.e., 𝜎∞
< 4.2MPa, the displacement exhibits slight variations

along the virtual gauge without any discontinuities at the fiber-matrix interface. Obviously, the

displacement presents larger variations within the softer matrix compared to the stiffer fiber.

From a certain loading level, between 𝜎∞
= 4.2 and 𝜎∞

= 5.4 MPa, displacement discontinuously

develops at the fiber-matrix interface, which can be associated with the debonding initiation.

From this loading level, the displacement remains almost constant within either the matrix or the

fiber, allowing the debonding opening 𝛿nn to be assessed by computing the displacement jump,

as depicted in Figure 13(c) with 𝛿nn. It is noteworthy that the displacements are averaged in

both phases to compute the debonding opening and the two extremes are used to compute the

measurement uncertainties. This allows the remote loading at initiation and the corresponding

debonding opening to be extracted. Therefore, opening variation can be assessed from this

specific remote loading, see Figure 13(b). The variation in opening is similar to that obtained

in (Girard, Koohbor, et al. 2023) measured on the same system under similar condition. Debonding

initiation thus occurs at a remote stress ranging from 4.2 to 5.4MPa. The obtained initiation

opening results are summarized in Table 3.

Lower bound Upper bound

Remote stress [MPa] 4.2 5.4

Debonding opening [µm] 2.1 ± 1.0 3.8 ± 0.8

Table 3 Experimental observation of the initiation debonding opening using DIC measurements and a virtual

gauge placed at fiber top pole.

Since debonding occurs between two optical acquisitions, the two opening values are used as

the lower and upper bounds to evaluate the measurement uncertainties. In the subsequent sections,

a two-step methodology is presented to deduce a range of appropriate interface properties. More

specifically, inverse property identification is performed by numerically identifying properties to

match both the remote stress and the debonding opening after initiation.

5 Inverse identification

5.1 Identification based on remote stress at initiation

Since linear elastic properties are considered for the fiber and the matrix, FE calculation with

several debonding configurations at a single imposed displacement are required to solve the CC

for any interface fracture properties. Consequently, CC becomes a highly efficient tool for inverse

identification. The inverse identification process is similar to the approach used in (Girard,

Doitrand, Koohbor, Rinaldi, Godin, Long, Bikard, and Trouillet-Fonti 2023).

The first step in the inverse identification is to identify a range of properties (i.e., 𝜎c, 𝜏c,

𝐺IC and 𝐺IIC) leading to the debonding initiation remote stress between 4.2 and 5.4MPa. The

initiation stress level observed slightly differs from the one obtained in the previous study (Girard,

Doitrand, Koohbor, Rinaldi, Godin, Long, Bikard, and Trouillet-Fonti 2023). This can be explained

by the fact that no relevant debonding opening can be extracted from this sample so that a

second similar one is used here. Although debonding could have occurred between 4.2 and

5.4 MPa, the smaller value is chosen as the target to be consistent with that observed using the
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debonding angle in (Girard, Doitrand, Koohbor, Rinaldi, Godin, Long, Bikard, and Trouillet-Fonti

2023), i.e., 4.1MPa.

Figure 14(a) shows range of𝐺IC identified for a range of strengths leading to the initiation of

debonding at a remote stress of 4.2 MPa. For sufficiently small strengths (< 6 MPa), a plateau is

reached where constant 𝐺IC value is identified. In such a configuration, the energy condition

drives the initiation where the solution is described by the maximum in the IERR to critical ERR

ratio. As a result, tensile and shear strengths no longer influence the CC solution, since the

stress condition is already fulfilled; constant critical ERRs are therefore sufficient to match the

experimental remote stress. Conversely, for larger strengths, both stress and energy conditions

drive debonding initiation. As tensile and shear strengths increase, decreasing critical ERRs are

required to counterbalance the increasing stress condition. Figure 14(b) shows the 𝐺IC plateau

values identified as a function of 𝜆 where the latter depends on the𝐺IIC to𝐺IC ratio. It shows that

𝜆 has a negligible influence on the range of identified 𝐺IC values, given that the interface mainly

experiences mode I loading, whereas 𝜆 mostly denotes mode II influence. In fact, each range of

identified 𝐺IC values, based on a fixed 𝜆, enables the identification of the corresponding 𝐺IIC.
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Figure 14 Inverse identification of a (a) aange of critical opening ERR as a function of both tensile and shear strengths

leading to a debonding initiation at a remote stress of 4.2 MPa and (b) maximum critical ERR in mode I

identified as a function of 𝜆, corresponding to the plateau value.

5.2 Properties constraint based on debonding opening at initiation

Once a range of properties is deduced from debonding initiation, a second step involving

additional constraints can be undertaken. The arrest opening given by the CC solution is

compared with the experimental debonding opening obtained after initiation (see Table 3),

enabling the determination of upper and lower opening limits. Figure 15 shows the debonding

opening 𝛿max
nn corresponding to either the crack length or surface maximizing 𝐺inc/𝐺c as a

function of 𝜆.

Since the 𝐺c calculation relies on the mode mixity, the maximum location remains constant

for the 3D due to the dominance of mode I configuration at the interface. As a result, the shear

mode has a negligible influence on the calculation of𝐺c, and consequently, the maximum location

will correspond to that of 𝐺inc. On the contrary, the front model undergoes a transition from

mode I to mode II as the opening increases. The smaller the value of 𝜆, the larger the value of

𝐺IIC, leading to a smaller arrest opening and making debonding propagation more challenging.

With a fixed remote stress of 4.2 MPa, which corresponds to the experimental remote

stress observed at initiation, the corresponding debonding opening can be deduced for both

models. When debonding initiation is solely driven by the energy condition, stable debonding

occurs, resulting in the smallest possible arrest opening, which corresponds to the location of

the maximum𝐺inc/𝐺c. However, when both stress and energy conditions drive the initiation,

larger arrest openings are observed. As a result, the openings shown in Figure 15 correspond to

the minimum arrest openings that can be obtained with both models. The 3D model shows

a good correspondence with experimental opening whereas the front model overestimates
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Figure 15 Debonding opening corresponding to the 𝐺inc/𝐺c maximum for both front and 3D models as a function of

𝜆 and compared with the experimental upper and lower bounds for 𝜎∞
= 4.2 MPa.

the results for 𝜆 larger than 0.6 since the 2D model overestimates 𝛿nn for a given angle 𝜃d, see

Figure 8(b). Therefore, the front model is able to perform inverse identification based on 𝛿nn
only for small 𝜆; such a configuration would imply large 𝐺IIC to restrain debonding opening

at initiation since the arrest opening is primarily driven by shear in 2D. As a consequence,

𝜆 = 0.13 could still be identified in (Girard, Doitrand, Koohbor, Rinaldi, Godin, Long, Bikard, and

Trouillet-Fonti 2023) based on the debonding angle which also results in debonding opening

consistent with experiments. The 3D model does not allow for the identification of 𝜆, as the latter

does not influence the arrest opening. A meaningful identification of 𝐺IIC is no longer feasible

using the 3D model and based on 𝛿nn solely. Possible identification of 𝐺IIC could be achieved

based on debonding propagation located at the specimen center, where the 2D PE model is

applicable. However, this would imply observing the debonding propagation on the fiber equator.

Nonetheless, additional constraints could be applied to 𝐺IC based on arrest openings obtained

from further unstable growth.

Figure 16 shows the arrest debonding opening as a function of a range of strengths identified

during the first identification step. Similarly to the first step, when dealing with small strengths,

an energy-driven configuration prevails for stable debonding, i.e., 𝐺 = 𝐺c at initiation. Hence,

there is no additional unstable propagation of debonding, with the initiation opening depending

only on constant ERRs over such a range of strengths. Consequently, constant arrest openings,

equivalent to initiation openings, are obtained, leading to the formation of a plateau. With larger

strengths, there is a possibility of unstable propagation of the debonding, resulting in additional

opening growth until 𝐺 < 𝐺c. These configurations therefore induce a larger arrest opening. By

comparing the numerical arrest opening with the experimental bounds, the range of identified

strengths can be validated since the arrest openings remain within the two experimental bounds.

No additional restrictions can be applied to the range of strengths. Similarly, since the complete

range of strengths matches the experimental observations, the identified range of critical ERR can

also be approved.

5.3 Comparison with 2D properties identification

Table 4 compares the properties identified with the 3D model with the ones obtained with the 2D

Front PE model in (Girard, Doitrand, Koohbor, Rinaldi, Godin, Long, Bikard, and Trouillet-Fonti

2023) to quantify the relevance of a 2D model in accurately identifying the interface properties.

Even though, the stress components experienced by the interface in both models are different, the

2D model is consistent with the 3D obtained properties regarding the critical ERR in mode I.

Similar properties are obtained, with the 3D ones encompassing the 2D ones. The 2D model

slightly underestimates the tensile strengths as it does not account for the singularity at the free

edge. However, due to the fact that the 3D model involves less shear at the interface compared to

the 2D model, differences in shear properties are likely and raise questions about the relevance of

such identification. On the one hand, the choice of an equivalent stress in 3D might be justifiable

since it closely aligns with a normal stress criterion. The shear strengths deduced from this stress

Journal of Theoretical, Computational and Applied Mechanics
�� June 2025

�� jtcam.episciences.org 17
�� 21

https://jtcam.episciences.org


H. Girard et al. Comparison between 2D and 3D fiber-matrix debonding simulation for inverse identification of interface fracture properties

4 6 8 10
3

6
9

12
15

2

3.6

𝜎c [MPa]
𝜏c [MPa]

𝛿
n
n
[µ
m
]

Lower bound exp. 𝛿nn Upper bound exp.

Figure 16 Arrest debonding opening as a function of range of strengths with lower and upper bound obtained from

the experimental observation for 𝜆 = 0.13.

Interface properties 3D 2D front PE

𝜎c [MPa] 4 - 11 1 - 5

𝜏c [MPa] / 1 - 10

𝐺IC [N/mm] 0.0022 - 0.0047 0.0037

𝐺IIC [N/mm] / 0.09

Table 4 Comparison of the interface properties obtained by inverse identification from the 3D model and previously

in (Girard, Doitrand, Koohbor, Rinaldi, Godin, Long, Bikard, and Trouillet-Fonti 2023) using a 2D front

model under plane strain assumption based on the debonding angle instead of the debonding opening.

condition might be erroneous because regardless of the chosen properties, their influence on the

stress condition is negligible, so that comparison between the two models is thus no longer

feasible. On the other hand, the identification of 𝜆 is challenging since it does not drive the

arrest opening. Consequently, it is not possible to identify any critical ERR in mode II due to the

unknown value of 𝜆. It would require analyzing further debonding propagation with larger

debonding angle in the specimen middle plane where shear has larger influence. It is worth

mentioning that debonding shapes are based on stress isocontours while the energy isocontours

could also be suitable. Such energy isocontours may yield debonding shapes experiencing more

shear and allow for a better capture of both 𝜏c and 𝐺IIC. Furthermore, these new debonding

shapes may better describe debonding angles observed experimentally with a variation of 𝛿nn.

However, the determination of energy isocontours is challenging to implement and will be

developed in subsequent studies.

6 Conclusion

Initiation of fiber-matrix debonding was assessed using 3D and 2D models and the CC on a single

transverse fiber configuration. The different concluding remarks are summarized below:

1. Crack path determination: shear mode has a negligible influence over the potential crack path so

that deriving debonding shapes based on normal stress isocontours is a relevant solution since it

does not rely on any fracture properties;

2. Model comparison: 2D front models are unable to capture stress singularities at the free edge,

unlike 2D side model. The IERR to critical ERR ratio of the side model exhibits a monotonic

increase, rendering this model unsuitable for predicting a crack arrest after initiation and

consequently inappropriate for inverse identification based on the crack arrest configuration.

When comparing the CC solution, agreement is met between the 3D solution and the 2D front PE

solution with a similar imposed displacement;

3. Experimental results: debonding initiates at a remote stress ranging between 4.2 and 5.4 MPa for

an opening comprised between 2.1 and 3.8 µm;

4. Inverse identification: the properties identified using the 2D front model in (Girard, Doitrand,
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Koohbor, Rinaldi, Godin, Long, Bikard, and Trouillet-Fonti 2023) align with those in 3D concerning

tensile strength and mode I critical ERR. This makes the front PE model relevant for efficiency

purposes in identifying the interface fracture properties even though the 2D front model yields a

slight underestimation of the tensile strength. The shear strength can no longer be identified

using the 3D model since crack initiation mainly occurs under opening mode, unlike in 2D front

models where both opening and shear modes are involved. Similarly, it is not possible to identify

the critical shear ERR because the influence of 𝜆 is negligible.

Overall, the numerical approach can be extended to more realistic composite configurations,

including those with fiber diameters of just a few microns. However, for smaller fibers, a scanning

electron microscope would be necessary to accurately characterize the debonding process.

In addition, neighboring fibers could also be considered to mimic the real microstructure of

composites. They would influence the crack path and the intensity of the stress and energy fields,

as observed in (Girard et al. 2024). As a perspective, new debonding paths could be incorporated

into the CC implementation to account for energy considerations. Energy-based isocontours

might offer a more consistent representation of the observed debonding angle at the free edge,

and provide a more pronounced shear influence during debonding initiation. Additionally,

potential unstable debonding propagation after initiation is assessed based on stress isocontours,

the optimal debonding shape could be determined by identifying the debonding shape that

minimizes the imposed loading, among all possible initiation debonding shapes.
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